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- The model has two components: 1) IIP & ITA and 2) principal components of 473 variables
Methodology

1. Regress 473 monthly data (mostly the source data of GDP) on $IIP$ & $ITA$ to get residuals

$$\left\{ \hat{\varepsilon}_{1m}, \ldots, \hat{\varepsilon}_{473m} \right\}$$
Methodology

1. Regress 473 monthly data (mostly the source data of GDP) on IIP & ITA to get residuals

\[ \{ \hat{\varepsilon}_{1m}, \ldots, \hat{\varepsilon}_{473m} \} \]

2. Classify the series into five categories: i) consumption (c), ii) investment (i), iii) international trade (x), iv) other demand side (o), and v) supply side (s)
Methodology

1. Regress 473 monthly data (mostly the source data of GDP) on $IIP$ & $ITA$ to get residuals

$$\left\{ \hat{\epsilon}_{tm}^1, ..., \hat{\epsilon}_{tm}^{473} \right\}$$

2. Classify the series into five categories: i) consumption ($c$), ii) investment ($i$), iii) international trade ($x$), iv) other demand side ($o$), and v) supply side ($s$)

3. Estimate the following model by OLS using quarterly data

$$y_t = \beta_0 + \beta_1 d \log(IIP_t) + \beta_2 d \log(ITA_t) + \beta_3 p_t^c + \beta_4 p_t^i + \beta_5 p_t^x + \beta_6 p_t^o + \beta_7 p_t^s + \eta_t$$
Methodology

1. Regress 473 monthly data (mostly the source data of GDP) on $IIP$ & $ITA$ to get residuals

   $$\left\{ \hat{\epsilon}_{tm}^1, ..., \hat{\epsilon}_{tm}^{473} \right\}$$

2. Classify the series into five categories: i) consumption ($c$), ii) investment ($i$), iii) international trade ($x$), iv) other demand side ($o$), and v) supply side ($s$)

3. Estimate the following model by OLS using quarterly data

   $$y_t = \beta_0 + \beta_1 d \log(IIP_t) + \beta_2 d \log(ITA_t) + \beta_3 p_t^c + \beta_4 p_t^i + \beta_5 p_t^x + \beta_6 p_t^o + \beta_7 p_t^s + \eta_t$$

4. Produce monthly GDP growth (of the recent past) using the estimated coefficients $\hat{\beta}_0, ..., \hat{\beta}_7$
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• The authors may compare not only RMSEs but also biases of the forecasts. I guess some professional forecasts are highly subjective and suffer from bias, while the method in this paper is quantitative and should be less biased
• The model has a strong advantage in the crisis period (Fig 5b). I wonder why professional forecasters have huge forecasting errors when the economy sharply drops
• The authors may consider a testing-based forecast comparison (Diebold-Mariano test) between the proposed model and ESP forecasts
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• The proposed method can show much better performance even in these period